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Abstract: Handwriting is an integral part of our life that can predict who we are because the style of writing is unique for 

every person. Handwriting is also a key element in document examination as it leaves a forensic document examiner with the 

task of determining who the writer of a particular document is and this is achieved through the likelihood ratio (LR) paradigm. 

Inability to model an individual’s handwriting over time has made estimating a full likelihood ratio for comparative 

handwriting analysis impossible thereby employing nuisance parameters and subjectivity in computation of LR that is not full. 

This research employed back propagation neural network (BPNN) to model the writing pattern of individuals with input layer 

as the features of handwriting characters, two hidden layers of three neurons each, activation function sigmoid (s) and an 

output handwriting. With the help of handwriting model for individual writers, little or no assumptions and no nuisance 

parameters were employed in achieving full likelihood ratio for comparative handwriting analysis in forensic science. From the 

research carried out, it can be concluded that modeling an individual’s handwriting is a crucial factor in achieving a full 

likelihood ratio, little/or no inconclusiveness in result reporting and a less degree of disagreements for handwriting 

identification in a forensic environment. 
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1. Introduction 

Handwriting has remained one of the most frequently 

occurring patterns that we come across in everyday life. It 

has been established that there are varieties of handwritten 

documents ranging from forgeries, counterfeiting, identity 

theft, fraud, suicidal note, contested wills. 

A forensic document examiner is saddled with the task of 

document authenticity. To determine whether a document is 

genuine, an examiner may attempt to confirm who created 

the document amongst other things. The likelihood ratio 

paradigm has been studied as a means for quantifying the 

strength of evidence for a variety of forensic evidence types 

in handwriting and other types of forensic evidence such as 

earmark, speech, footprint, fingerprint, glass fragments and 

DNA [1-8]. 

The LR theory takes its stance on odds-form from Bayes ' 

theorem. Let us presume that there are two opposing ideas. In 

' competing, ' it can be said that they are mutually exclusive, 

but may not necessarily include all possible alternatives. 

Consider, as an example, a situation where the question is 

whether a specific writing belongs to a particular person. One 

proposition is 'The suspect is the author of the document in 

question’. A counter argument may be' The defendant is not 

the author of the document in question’. Such two theories 

are mutually exclusive, but there may be other reasons even 

if they are far-fetched. For instance, someone might have 

fabricated the writing with some special skills. The 

propositions involved should be relevant and the latter case 

does not seem to be applicable. LR therefore compares the 

plausibility under two or more propositions and a number of 

factors are considered when estimating LR. It is 

straightforward for a DNA as compared to other areas of 
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forensic evidence because estimation is done for the relative 

frequency of different DNA profile in relevant populations. 

For the handwriting evidence, previous literatures reported 

many factors and the inability of the forensic examiner to 

model the writing profile of a writer because it is often 

believed that an individual’s writing profile is a latent 

characteristic that cannot be observed directly, and is not 

easily modeled because an individual’s writing profile cannot 

have static characteristics and may change over time [9-11] 

which has resulted to adopt ad-hoc methods to compute 

likelihood [9, 12, 13] when full likelihood ratio is not 

achievable. 

The purpose of this paper is to illustrate how neural 

network approach to comparative handwriting analysis can 

greatly affect the outcome of a forensic investigation and 

make full likelihood ratio achievable. The novelty of our 

proposed implementation relies on natural handwriting 

samples over a period of six months from known 

individuals to form the database to model the writing 

profile for each writer. The writer’s profile is a very 

important factor that is considered to accurately estimate a 

full likelihood ratio. 

2. Overview of a Likelihood Ratio 

The definition of proof analysis is then reflected in the 

proportion of probabilities. By doing so, the meaning of its 

value becomes clear, that is, how more (or less) the effects 

are frequent under the conditions of one proposal than under 

the conditions of the other proposal. 

The probability proportion has been used as a way for 

measuring the power of confirmation for various legal proof 

sorts. 
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Formally, posterior belief in favour of Hp (for example the 

defendant is guilty) with fair facts are used to make a final 

decision on the evidence. The forensic examiner provides a 

summary of the evidence needed for belief based on the 

evidence and the fact that prior beliefs about Hp and Hd have 

been quantified. 
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Hp: a and b arise from the same source (The writer is the 

originator of the questioned document) 

Hd: a and b arise from different sources (The writer is not 

the originator of the questioned document) 

Likelihood ratio = Posterior ratio / prior ratio 

Likelihood ratio according to [14] are increasingly being 

adopted to convey expert evaluative opinions to courts. In the 

absence of appropriate databases, many of these likelihood 

ratios will include verbal rather than numerical estimates of 

the support offered by the analysis. Computational 

approaches to the handwriting facet of questioned document 

(QD) examination were developed with a view towards 

providing a scientific basis for handwriting evidence, 

formalizing human expert-based approaches and validating 

existing methodology. Extended writing samples such as a 

paragraph of writing as well as signatures were considered. 

The task of verification, which is to determine whether two 

writing samples compared side-by-side, originates from the 

same person, was the principal problem addressed. A 

statistical model for writer verification was developed; it 

allows computing the likelihood ratio based on a variety of 

different feature types. Strength of proof serves an integral 

part of this problem. The problem of estimating a LR for 

handwriting has proven to be a non trival task due to the 

inability to model the writing pattern of an individual and due 

to the absence of a large database of handwriting and other 

factors. [15-18] estimated a LR for handwriting using 

Bayesian approach but in the presence of nuisance parameter, 

and their works had no underlying principle and model in 

which this LR was estimated. [17] based their approach on 

distribution of measurements from comparing items but their 

approach was similar to that of marginal LR when full LR was 

not an option due to the presence of nuisance parameter. In 

statistics, a nuisance parameter is defined as: ''A parameter of 

a model where there is no scientific intrigue except for whose 

qualities are normally required (yet when all is said in done 

are obscure) to make deductions about those parameters 

which are of such intrigue [25].'' [19] described a statistical 

model for the writer verification task to determine if two 

documents were written by the same writer, their model 

followed the scenario proposed by [17] thus suffers from the 

same weakness [20] presented one conceivable way to deal 

with gauge a probability proportion in near handwriting 

analysis was delineated. The oddity of the methodology 

depends on producing reproduced composing samples from 

an accumulation of composing samples acquired from a 

realized source to frame a database for evaluating the 

dissemination related with the numerator of a LR. 

In a related work, similar examination of probability 

proportion based proof appraisal strategies in both evaluative 

and analytical procedures was carried out using a sample 

collected from female and male author. While the utilization 

of probability proportions in the previous circumstance is 

currently rather entrenched spotlight on the insightful setting 

still remains rather past contemplations by and by. This paper 

features that investigative setting still remains rather past 

contemplations practically speaking; it is also attested that LR 

can be useful for analytical procedures bolstered through 

various simulations [21]. 

Assessment of signature handwriting evidence through 

score-based likelihood ratio based on comparative 

measurement of relevant dynamic features was carried out by 

[22, 9] presented score-based approaches to calculating 

forensic probability ratios that have been established as 

becoming more progressively common in forensic literature. 

This method is genuinely direct for the score-based LR 

numerator, which involves creating a list of scores obtained 

by combining proof objects from the same source. 
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Nonetheless, this method creates uncertainty for the 

generation of denominator databases – in general, how is the 

best way to produce a list of scores among two items from 

different source. [23] Asserted that recent analytical 

developments paired with modern statistical computational 

tools have led to the proliferation of adhoc techniques for 

quantifying the probative value of forensic evidence. Many 

legal and scientific scholars agree that the value of evidence 

should be reported as likelihood ratio or a Bayes factor. 

Quantifying the probative value of forensic evidence is 

subjected to many sources of variability and uncertainty. The 

work discussed the reasons for the authors’ opinion that 

interval quantifications for the value of evidence should not 

be used directly in the Bayesian decision making process to 

determine the support of the evidence for one of the two 

competing hypotheses. [24] In a related manner, statistical 

problem and pitfalls identifiable with forensic likelihood 

ratio were identified. 

3. Methods 

3.1. Handwriting Modeling 

Figure 1 shows the graphical representation for the 

handwriting modeling. Original and disguised handwriting 

were gotten from each writer over a period of six months and 

a skilled forger was asked to forge these writings. The 

handwritings were preprocessed using the Otsu method after 

which they were segmented into different words using the 

Sobel edge detection algorithm. Each segmented word was 

then clustered into different characters representing four 

different groups of upper and lower case alphabets and 

numbers using the C-means clustering algorithm. Features 

were extracted via local binary pattern from each clustered 

characters, while the back-propagation neural network was 

used to learn the writing pattern for each writer and these 

writing pattern were then stored in the database. 

 

Figure 1. Schematic diagram for the Handwriting character modelling. 

3.2. Back Propagation Neural Network 

Back Propagation Neural Network (BPNN) served the 

sake of supervised learning of the system. BPNN in the 

context of this paper was to model the handwriting pattern of 

each writer over a period of time. The rationale behind the 

choice of this algorithm is due to the fact that it is a 

supervised network and a supervised network will have a 

target, so the BPNN is a network that has a target. We target 

is set for each character in the handwriting. The target will 

help to know which handwriting is original and disguised. 

BPNN is designed to process information on how the 

human brain processes information by gathering its 

knowledge by finding trends and associations in data and 

learning from experience. Various things come together to 

form a BPNN, such as hundreds of single units, artificial 

neurons or processing elements (PE), connected to 

coefficients (weights), which represent a neural structure and 

are organized in layers. The strength of neural computation 

comes from linking neurons in a network. The transition of 

the neuron functions determines the behavior of the neural 

networks, the laws of learning and the structure itself. The 

neural network is a parametrized system because the weights 

are variable parameters. The weighted number of the inputs 

is the activation of the neuron. The activation signal is passed 

through the transfer feature to produce a single neuron 

output. Transfer function can add non-linearity to the 

network. During practice, inter-unit connections are 

optimized until the forecast error is reduced and the network 

achieves the required level of accuracy. In terms of model 

configuration, artificial neural networks do not require 

knowledge of the data source, but require large training sets 

because they often include several weights that need to be 

calculated. In addition, that each individual's writing pattern 
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was modeled using BPNN with the algorithm below, as 

BPNN can combine and incorporate both literature-based and 

experimental data to solve problems. 

3.2.1. Back Propagation Neural Network Implementation 

Each character variable has a weight Wi which shows its 

contribution in the training process. The feature information 

extracted from student handwriting through LBP was entered 

in NN through input layer and the participation of each class 

of character variables is calculated by the hidden layer of the 

network using: 

���� =� !��"

#$"

!%"
&'! 

netj is ith type of factor, n is the number of factors in neti, 

&'!  weight-recognition factor with weight  !��"
. 
This study used a network concealed with n input points, 

k1 and k2 hidden, and m output units. The weight from input 

points i and two hidden unit j is  !��"
 and  !��(
. Weight from 

second hidden unit i and output unit j is  !��)
 . Weight of 

additional edge for each unit is bias− θ, where input unit and 

output vector from the hidden layer are expanded with a 1 

component as seen in Figure 2. Weight from the constant 1 

and two hidden unit j is  #$",*"�"

 and  *"$",*(�(


. by  *($",+�)

 is 

the weight from constant 1 and output unit j. There are (n + 

1) × k weights between input sites and first hidden units, (k1 

+ 1) × k2 weights between first input sites and second hidden 

units and (k2 +1) × m between hidden and output units. Let 

 ",,,, denote the (n+1) × k matrix with component  !��"
 at the i-

th row and the j-th column and  (,,,, denote the (k1+1) × k2 

matrix with component  !��(
  at the i-th row and the j-th 

column. Similarly let  ),,,, denote the (k2 + 1) × m matrix with 

components  !��)
 . The study used an overlined notation to 

emphasize that the last row of both matrices corresponds to 

the biases of the computing units. The matrix of weights 

without this last row will be needed in the backpropagation 

step. The n-dimensional input vector & = �&" , … , &#
	 is 

extended, transforming it to &' = �&", … , &#, 1
 . The 

excitation ���� 	of the j-th hidden unit is given by 

���� =� !��"

#$"

!%"
&'! 

The activation function is a sigmoid (s), the output &��"
 is 
thus 

&��"
 = /�� !��"

#$"

!%"
&'!
 

The excitation of all units in the two hidden layers can be 

computed with the vector-framework &' 0"	and &' 0(. increase. 

The vectors &	�"
 and &	�(
	whose segments are the output of 

the two hidden units is given by 

&	�"
 = /�&' 0"	
 
&	�(
 = /�&' 0(	
 

 

Figure 2. Neural Network for the Recognition of Handwriting Diagram. 

Using the convention of applying the sigmoid to each 

component of the argument vector. The excitation of the units 

in the output layer is computed using the extended vector 

&'�"
 = �&"�"
, … , &*�"
, 1
. The output of the network is the m-

dimensional vector 

Result of the output layer represents an overall output of 

recognition by the NN component which is given by: 

&	�)
 = /�&'�"
 0)	
 
3.2.2. Algorithm 

After randomly selecting the weights of the network, the 

backpropagation algorithm is used to measure the necessary 

corrections. The algorithm can be broken down in the 

following four steps: 

Feed-forward computation 

Backpropagation to the output layer 

Backpropagation to the hidden layer 

Weight updates 

The algorithm is stopped when the value of the error 

function has become sufficiently small. 

Step 1: Feed-Forward Computation 

The vectors &	�"
 , &	�(
	and &	�)
  are computed and stored, 

evaluated derivative also stored. 

Step 2: Backpropagation to the output layer 

This research looked for the first partial derivatives 
12

1 !��)
3 . The backpropagated error 4��)
 is defined by 

4��)
 =	&��)
�1 − &��)

�&��)
 − ��	
 

where &��)
  is the output and ��	 	is the target and the partial 

derivative this research looked for is 
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Step 3: Backpropagation to the hidden layer 

Partial derivatives 12 1 !��"
3  is calculated by connecting 

each unit j in the two hidden layer to the output layer having 

an edge of weight  �8�(
 , where q = 1,..., m. This is the 

backpropagated mistake 

4��"
 =	&��"
�1 − &��"

� �8�(

+

8%"
4��(
 

The partial derivative is therefore 

12
1 !��"
3 = 4��"
&!	  

The back-propagated error can be resolved similarly for 

any number of hidden layers and the expression for the 

partial derivatives of E holds the equivalent analytical form 

Step 4: Weight Updates 

In the wake of registering every single partial derivatives, 

the net weights are changed in the negative gradient 

direction. The learning constant decides the length of the 

correlation step. Corrections to the weights are made by 

∆ !��(
 =	−:&��"
4��(
, �&;	< = 1,… , = + 1; @ = 1,… ,A, 
And 

∆ !��(
 =	−:&!	4��"
, �&;	< = 1,… , � + 1; @ = 1,… , =, 

This study used the knowledge that &#$"	 = &*$"�"
 =
1.	 Weight corrections is important only after the 

backpropagated error has been computed for all units in the 

network otherwise, the corrections will be entangled with the 

backpropagation of the error and the calculated corrections 

will no longer conform to the negative gradient line. 

4. Results 

Due to the complexity of modeling the handwriting of a 

writer and the absence of industrial size databases from 

which different handwriting can be described [17, 9] 

estimated a marginal LR when the full LR was not possible 

also in the presence of some parameters considered to be 

nuisance. This research work was able to model the 

handwriting for individual in the presence of large-scale 

database using the back-propagation neural network (BPNN). 

Each scanned, segmented and clustered characters and 

alphabets which were collated over a period of six months 

were trained to learn the pattern for each writer. The 

developed writing model for each writer is one of the criteria 

to eliminate the presence of nuisance parameters when 

estimating a full LR. 

Table 1 shows results of an estimated likelihood ratio for a 

suspect against every other suspect in the pool of database. 

Base on decision law i.e. 

If LR value greater than 1 Hp is true 

If LR value less than 1 Hp is false. An inconclusive state is 

declared if and only if LR value = 1 

With the BPNN algorithm to model handwriting pattern 

for each writer and LR estimation described in [10] this paper 

was able to deal with the problem of inconclusiveness as 

there was no inconclusive results reported in the 

investigation, determine who the writer of a questioned 

document is as well as eliminate the inclusion of parameters 

considered nuisance in investigation because each writer’s 

handwriting profile could be ascertained due to the BPNN 

training of the Handwriting categories. It has also helped in 

lowering the rate of disagreement (LR 7 and 10) in the 

investigation process as compared to existing methods. A 

more elaborate and collated result table is presented in Table 

2. 

Table 1. A comparison of the approximate LR of the perpetrator to every 

other suspect in the pool of the applicable database. 

 
ELR CiL CiU 

LR1 1.5387 -8.86922 11.94662 

LR2 9.4649 -0.94302 19.87282 

LR3 1.6004 -8.80752 12.00832 

LR4 1.9914 -9.31652 11.49932 

LR5 1.6281 -8.77982 12.03602 

LR6 1.533.4 -9.40792 11.40792 

LR7 0.8807 -9.52722 11.28862 

LR8 19.2808 8.872876 29.68872 

LR9 1.3336 -9.07432 11.74152 

LR10 0.8907 -9.51722 11.29862 

LR11 1.2135 -9.19442 11.62142 

LR12 1.9341 -9.47382 11.34202 

LR13 2.9482 -9.45972 11.35612 

LR14 1.9188 -8.48912 12.32672 

LR15 1.3209 -9.08702 11.72882 

- - - - 

- - - - 

LR229 0.0019 -10.406 10.40982 

Statistically the estimation of the interval is considered to 

be robust over the estimation point, therefore we do consider 

the estimation of the interval and take into account the 

decision condition, and we conclude that both the down and 

top intervals must be of the same sign; that is, either both 

positive or both negative. Thus there must be agreement in 

sign otherwise there is disagreement. Table 1 shows the 

results of our Estimated Likelihood Ratio (ELR) for a writer 

against any other author in a collection of appropriate 

databases where the upper confidence interval (CiU) and the 

lower confidence interval (CiL) are indicated. 
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Table 2. A table showing the estimated LR for each writer in the pool of the applicable database. 

  KDE    

Case Support Hp (LR>1.00) Against Hp (LR <100) LCI (95%) Support Hp UCI (95%) Support Hp Disagreement 

1 96.67 3.33 92.38 98.82 3.33 

2 94.12 5.88 90.38 97.47 5.88 

3 87.50 12.5 82.97 94.67 12.5 

4 91.67 8.33 87.42 95.27 8.33 

5 96.43 3.57 94.86 98.27 3.57 

6 85.71 14.29 81.71 90.94 14.29 

7 87.50 12.5 83.27 93.29 12.5 

8 90.91 9.09 88.16 94.75 9.09 

9 97.62 2.38 95.29 99.86 2.38 

10 92.86 7.14 89.39 95.39 7.14 

11 95.72 4.28 91.19 98.24 4.28 

12 88.89 11.11 85.87 95.28 11.11 

 

5. Conclusion 

Full LR void of nuisance parameters is needed for most 

forensic investigators. Several factors have to be put in place 

to estimate a full LR for forensic handwriting investigations. 

This research shows that modeling handwriting pattern for a 

writer is an important factor in achieving a full LR which will 

eliminate the use of nuisance parameters in the computation 

process, lower the disagreement rate with respect to the 

Hypothesis in support of the prosecutor and also produce no 

inconclusive result after estimation of LR. 
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